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Spectral Analysis

We view a time series as being composed of periodic components.

Methods we can use
I Fourier transform: frequency domain analysis

suitable without apparent sharp-discontinuity
I Wavelet transform: time-frequency domain analysis

working well even with sharp-discontinuity

What can we do?
I Frequency detection
I Noise removal
I Model detection
I Lag detection
I · · ·
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Spectral density

If γx(h) of a stationary process satisfies
∑∞

h=−∞ |γx(h)| <∞, then
spectral density f (w) is given by

f (w) =
∞∑

h=−∞
γx(h)e−2πiwh,

where −1/2 ≤ w ≤ 1/2. [Property 4.2]

Then the inverse transform of the spectral density is given by

γx(h) =

∫ 1/2

−1/2
e2πiwhf (w)dw ,

where h = 0,±1,±2, · · · .
Notice that γx(h) on time domain and f (w) on frequency domain are
interchangeable.
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Spectral density (cont.)

The following are useful:

|a + bi | =
√

a2 + b2,

eθi = cos θ + i sin θ,

sin θ = − sin−θ =
eθi + e−θi

2

cos θ = cos−θ =
eθi − e−θi

2i

The proof of the inverse:

(R.H.S .) =

∫ 1/2

−1/2
e2πiwhf (w)dw =

∫ 1/2

−1/2
e2πiwh

∞∑

p=−∞
γx(p)e−2πiwpdw

=
∞∑

p=−∞
γx(p)

∫ 1/2

−1/2
e2πiw(h−p) = γx(h).
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Spectral density (cont.)

Also we have γ(0) = Var(Xt) =
∫ 1/2
−1/2 f (w)dw .

Simply speaking, the information of γx ≡ the information of fx(w).

Since f (w) = f (−w), we can focus on 0 ≤ w ≤ 1/2.

[e.g.] White noise WN(0, σ2a) has

fa(w) = σ2a

because γa(h) = σ2a only when h = 0.

[e.g.] ARMA(p, q) φ(B)xt = θ(B)at , where φ(B) is a polynomial of
order p and θ(B) of order q, has

fx(w) = σ2a
|θ(e−2πwi )|2
|φ(e−2πwi )|2 .
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Spectral density (cont.)

[Example 4.3] For a periodic stationary random process

xt = U1 cos(2πw0t) + U2 sin(2πw0t),

where U1 and U2 are independent with zero mean and σ2 variance,
spectral distribution Fx(w) is given by a step function with jumps at
−w and w .
So spectral density f (w), which is the differentiation of Fx(w), has
two spots of point mass at −w and w .

[e.g.] MA(1) xt = at + 0.5at−1.

γx(h) =





(1 + 0.52)σ2a , h = 0
0.5σ2a , h = ±1
0, otherwise.

fx(w) =
∞∑

h=−∞
γx(h)e−2πiwh = σ2a [1.25 + 0.5(e−2πiw + e2πiw )]

= σ2a [1.25 + cos 2πw ].
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Spectral density (cont.)

Or we can directly use the previous result of ARMA(p, q).

[e.g.] AR(2) xt = φ1xt−1 + φ2xt−2 + at , φ1 = 1, φ2 = −0.9.

fx(w) = σ2a
1

|1− φ1e−2φiw − φ2(e−2φiw )2|2

= σ2a
1

2.81− 3.8 cos(2φw) + 1.8 cos(4φw)
.
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Spectral density (cont.)

4.3 The Spectral Density 185
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Fig. 4.3. Theoretical spectra of white noise (top), a first-order moving average
(middle), and a second-order autoregressive process (bottom).

operator has concentrated the power or variance of the resulting series in a
very narrow frequency band.

The spectral density can also be obtained from first principles, without
having to use Property 4.3. Because wt = xt−xt−1+ .9xt−2 in this example,
we have

γw(h) = cov(wt+h, wt)

= cov(xt+h − xt+h−1 + .9xt+h−2, xt − xt−1 + .9xt−2)

= 2.81γx(h)− 1.9[γx(h+ 1) + γx(h− 1)] + .9[γx(h+ 2) + γx(h− 2)]

Now, substituting the spectral representation (4.11) for γx(h) in the above
equation yields

γw(h)=

∫ 1/2

−1/2

[
2.81− 1.9(e2πiω+ e−2πiω) + .9(e4πiω+ e−4πiω)

]
e2πiωhfx(ω)dω

=

∫ 1/2

−1/2

[
2.81− 3.8 cos(2πω) + 1.8 cos(4πω)

]
e2πiωhfx(ω)dω.

Figure : Theoretical spectral densities
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